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ABSTRACT: The Feasibility Analysis Study (FAS) of the M2A3 Synthetic Environment Operational Testing (SEOT) was initiated in October 1996.  This effort was undertaken to evaluate the feasibility of performing operational testing and evaluation in the synthetic environment (SE) by doing “side-by-side” comparison of test results using the Bradley M2/M3A3.  As a part of this analysis, planning and resource requirements were identified to support operational testing through IOT&E of the M2/M3A3.  The data collected in the SE will be used by the test community to evaluate the maturity and capabilities of the SE with respect to supporting future test events. The main objectives of the FAS are to (1) Assemble and test a SE capable of supporting operational testing (OT), (2)  Demonstrate the utility of the SE in support of operational test programs, (3) Develop a test to be used for the side-by-side Operational Testing (OT) of the Bradley, and (4) Analyze and select those Bradley testing requirements supportable in the SE .  Using the M2/M3A3 System Evaluation Plan (SEP) as a primary data source, each of 407 Measures of Performance (MOPs) listed was reviewed to determine if the SE could collect data that could be used for evaluation. A candidate test list of 108 MOPs was identified.  Based upon the preliminary analysis, a SE test architecture was designed composed of current technology.  A program plan outlining eight builds was developed to support the candidate test list of MOPs.  On the basis of the analysis performed under this FAS and of the working ties developed between the simulation and the test communities, there appears to be a high probability that the proposed SEOT can successfully develop a reusable infrastructure that will provide the test community with the capability of performing some future testing in a more complete and less expensive manner.





Introduction


Because of the maturation of the capabilities of Advanced Distributed Simulated (ADS) and because of changes in the testing environment (new and more complex testing with a smaller support budget), STRICOM and OPTEC have undertaken a joint program to evaluate the capability of the synthetic environment to support operational test and evaluation.  This effort has been broken into two phases: a Feasibility Analysis Study (FAS) and the SE Operational Test (SEOT) effort. 





The objective of the FAS was to determine the potential design approaches required to perform operational tests of the Bradley M2/M3A3 in the synthetic environment.  The effort considered simulation and emulation alternatives implemented in data collection that can be used to support milestone operational test decisions.  The FAS included an Operational Test (OT) Plan developed for the side-by-side operational testing of the Bradley in order to evaluate the utility of the synthetic environment in the test process.  To support this program, an SE infrastructure was developed to support various test and training events identified in the SE Test Plan.  This development will be of a phased nature and will be based upon existing infrastructure.  A demonstration of capability was executed April 1997 in an effort to assemble and test the SE infrastructure, collect data which could be used to support LRIP 2, and demonstrate the utility of the SE in support of operational test programs.  The SE developed for the demonstration represents the first phase of infrastructure development and will be used as a basis for 


Background


The emphasis in the Bradley on digital command and control implies that many of the evaluation criteria are amenable to testing in the SE.  The evolution of the SE capabilities, as represented in the baseline infrastructure, has led to an existing capability that provides most of the functionality necessary to test many of the new features present in the Bradley A3.  In addition, the SE provides the tester and evaluator with the tools necessary to most easily test many of the new requirements.  In addition, these tests offer the potential of significant cost savings to the program manager (PM). 





For these reasons, the test and simulation communities decided to jointly sponsor this side-by-side test.  This effort was defined as a two-phase program: The first phase, a Feasibility Assessment Study (FAS) was to evaluate the feasibility of performing such a side-by-side test and to develop the necessary planning to establish the cost and schedule requirements for executing the tests.  The second phase, SEOT) program, will perform the tests as defined in the FAS.


Requirements Definition


The initial plan for conducting the M2A3 Feasibility Analysis Study identified a series of tasks that would be accomplished in a systematic manner.  These sequential tasks, illustrated in Figure 3.0 � 1, start with an identification of the baseline simulation system that would be available at the CSIL, and end with engineering and cost analyses of the COA that was identified during the FAS.  All of the steps were accomplished during the execution of the FAS;  however, availability of funds and limitation of time, limited the level of detail that the Measures of Performance (MOPs) could be considered and analyzed.  Thus, a less formal process was used to assess the MOPs detailed in the OT Plan than had been anticipated originally.





�





Figure 3.0 -1  M2A3 FAS Study Approach


MOP Analysis 


The MOPs provided for analysis by OPTEC represented a series of evaluations.  OPTEC provided a list of 407 MOPs that originated from five critical issues.  The origin of the 407 MOPs is depicted in Figure 3.1 -1. 





The MOP analysis performed under the FAS is pictorially depicted in Figure 3.1 - 2.  The analysis identified a total of 108 MOPs that could be supported by the SE.  This represents about 49% of the approximately 222 MOPs addressing operational test issues.  The 407 MOPs were first filtered categorized the MOPs by operational testing (OT) and developmental testing (DT).  This first filter resulted in 222 MOPs that were identified as Operational Test MOPs.  The second filter categorized the 222 MOPs by amenability of testing in the SE.  The filtering process resulted in 108 OT MOPs testable in the near term in the SE.   The OT Plan, Test Event Definitions, Program Plan and ROM costs were generated against these 108 MOPs.  To support OT of these MOPs in the SE, eight infrastructure builds were identified and defined. 
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Figure 3.1 - 1  Hierarchy of Issues and Measures Defining M2/M3A3 Test and Evaluation Requirements
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Figure 3.1 - 2  MOP Analysis Methodology


Baseline Infrastructure


In order to perform the tests outlined in the OT Plan, the conceptual infrastructure, illustrated in Figure 3.2 - 1, was defined in which there is a primary vehicle under test (VUT).  This test vehicle is conceptually surrounded by the elements from the SE infrastructure which create the synthetic environment in which the VUT is immersed.  Two simulators will be used as the VUTs for the proposed effort.  The M2A3 will be represented by the Bradley Plus Simulator (BPS) developed by the vehicle prime contractor, UDLP.  This simulator has a modular design that permits the use of the actual Bradley hardware and software during the tests.  The TARDEC Bradley A2 Plus simulator will be used to represent the M2A2 in order to run comparison tests needed to evaluate some of the requirements.  





�


Figure 3.2 - 1  Conceptual Synthetic Environment Infrastructure





In support of these tests, several enhancements to the baseline infrastructure were identified and defined.  These enhancements are shown in Figure 3.2 - 2.  In order to help reduce the risk associated with software development, these enhancements will be developed in a series of eight spiral builds.  Each build will develop one aspect of the infrastructure and then perform extensive testing of that development.
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Figure 3.2 - 2  M2/M3A3 SEOT Infrastructure Builds


Program Plan


Infrastructure Enhancements


As part of the program planning process, the infrastructure has been designed to provide a legacy of a number of reusable elements that can be used to support future test activities.  The infrastructure itself represents a reusable SE platform that can be used to support future test activities (such as the Advanced Amphibious Assault Vehicle that the Marine Corps is developing).  A large number of reusable tools and analytic capabilities will also be developed as part of the effort.  The generation of these tools and their validation and accreditation by the test community represents the major effort of the proposed test efforts.


Build 1 - Tactical/DIS Network Interface


The existing STOW-A infrastructure currently cannot communicate with the tactical networks used by the M2A3 to exchange C3I information. This problem has been solved partially in the course of the EXFOR experiments with Appliqué; however, the solutions were not integrated into the baseline infrastructure until the demonstration in April 1997.  A modification to the existing Tactical Internet Model/Internet Controller (TIM/INC) interfaces to allow interaction with Bradley C2 device as well as the Appliqué .


Build 2 -  Computer Generated Forces (CGF)/Tactical  Network Messages


Command and control capabilities, such as the Improved Bradley Acquisition System (IBAS) have been added to some of the more recent versions of ModSAF.  These enhancements provide the capability for C2 traffic to pass between manned simulators and ModSAF-generated vehicles.  Without the addition of this capability for ModSAF entities, the systems involved in the operational test exercises would lack the critical capability to stimulate the tactical networks and to provide the manned simulator crews with the  appropriate SA that the M2A3 C2 device provides.


Build 3 - Constructive Simulation Interface


The STOW-A architecture uses a constructive simulation model (the Brigade/Battalion Battle Simulator - BBS) to represent both aggregated forces and higher echelon command-post functions.  An interface module, OPSIM, links BBS to ModSAF and, hence, to the rest of the system.  To link the tactical network into the DIS network, a minor modification to OPSIM will be required.  This modification will be implemented and tested to verify that the linkages will work.


Build 4 - Data Acquisition/Data Analysis 


Most of the data reduction and analysis that will be done in support of the OT evaluation effort represents models and tests not currently supported by the analysis tools that are commonly employed with DIS networks.  Several general purpose tool platforms that can be easily modified to provide tailored analytic support exist (e.g., Simulyzer and STRIPES). There are a number of  available tools  to collect, store and catalog DIS message traffic (e.g., data loggers, Simulyzer, and STRIPES).  However, there are no tools to simultaneously acquire and store the variable message format (VMF) communications on the tactical network that currently exists.





Because of the nature of the operational testing that will be performed, it will be necessary to have video recording of the crew's operations within the Bradley to be played back in a synchronized mode with other data displays (e.g., map movements and message traffic logs).  The capacity to do this exists and will need to be integrated into the infrastructure.


Build 5 - Higher Resolution Imagery


The current infrastructure uses low-resolution, daytime imagery.  While low resolution may be sufficient for many of the test events (since many of the operations will be performed in a "hatch down" mode),  other test events  will require higher resolutions and night vision capabilities.  


Build 6 - Computer Generated Forces (CGF) Entity Representation


One of the strengths of the SE is its ability to use semi-automated forces (SAFs) to generate a complex battle space in which to test and stress the Bradley vehicles (real and virtual) that participate in the exercises.   To utilize this capability (i.e., to support Bradley operational testing with vehicle numbers and echelons higher than practical in the LE), there must be an accurate SAF model for all the simulated vehicles.  Therefore, once all the behavioral traits of the M2A3 vehicle are known, an M2A3 model will be developed and added to ModSAF (used by STOW-A).


Build 7 - Manned Simulator Interfaces


It will be necessary to link other manned simulators into the exercises in order to develop a complex digital battle space in which to stress the Bradley.  The TARDEC M2A2 simulator will be upgraded with the C2 device and the Bradley Advanced Training Simulator (BATS) at Ft. Benning, will be integrated into the infrastructure.


Build 8 - Exercise Support Tools


Since the current infrastructure was developed, a number of new exercise support tools and network analysis tools (e.g., the DISECT DEM) have been developed to support the SE. These tools will have to be integrated into the infrastructure and used to support the SE exercises as required.





Program Schedule


A program schedule for the completion of the M2A3 SEOT program (includes test events through IOT&E) was developed for the FAS.  This schedule maps out the development, integration and testing for the entire program.  A process will also have to be developed by which to monitor program progress during the cycle.  This process will include milestone progress reviews, documentation updates to the program plan and schedule, cost analyses updates, and progress metrics by which to rate success and or failure of the program.  Immediate feedback will be requested from IPT members after milestone reviews in the form of reports in order to better the process of sharing successes with other programs. A formal method of review will have to be initiated at the beginning of this program to assure that the program progress is adequately monitored and documented.





As the infrastructure matures through the build process, any MOPs categorized as not amenable to SEOT will be re-addressed in order to re-address the capabilities of the synthetic environment and current technology.  With the progression of the build cycle of the M2/M3A3 SEOT infrastructure, an Interface Control Document (ICD) will have to be addressed and updated.  This document will be used as a reference point for subsequent phases as well as other programs.  This will occur at the end of each build to ensure maintenance capability and to provide a reference from which to address infrastructure capabilities and deficiencies at the end of each milestone.





High Level Architecture (HLA) Compliance


Becoming HLA compliant is important for the success of the SEOT program to encourage reusability, interoperability and cost effectiveness.  The infrastructure developed for the M2/M3A3 SEOT program includes certain HLA compliant components such as ModSAF and the DISECT tools.  HLA is defined by a set of rules, an interface specification, and an object model template (OMT).  In order for the M2/M3A3 program to be HLA compliant, these conditions must first be met.





Becoming HLA compliant will require a technical analysis of the best approach to take;  a decision will have to be made regarding middleware, gateway, or a native program.  Each of these current methods have associated costs and risks.  In support of the Bradley SEOT proof of concept tests,  a number of different types of simulation assets are being utilized.


Demonstration of Iinitial Capabilities


The M2/M3A3 SEOT Program demonstration of capabilities was executed April 18, 1997 in the CSIL facility at UDLP in San Jose, California.  The execution of this demonstration was similar to the execution of the LE POP3 test two weeks prior to the demonstration.  The original scope of the demonstration was to execute MOE 1-2-2 in the SE.  The exercise would consist of one event.  When the LE POP3 event was run on the BPS, it was decided to execute all of the MOPs executed in POP3 in the SE.





The purposes of the demonstration of capabilities included:


Demonstrate certain functionalities in Command and Control and in Position/Navigation with an engineering version of Software Release 1.1 running the CTD and TPU software on the Sun platform.


Demonstrate that the requirements of selected Measures of Effectiveness (MOEs), Measures of Performance (MOPs), Critical Technical Parameters, and Exit Criteria have been met using the SE infrastructure.


Record Human Factors Engineering comments regarding the transmittal, receipt, and display of messages.





The demonstration consisted of a series of seven scenarios that are listed in Table 5.0 - 1.  These scenarios were repeated three times, utilizing three contractors. The scenarios were data logged and video taped.  The screens of the CTD were visible to the observers from a remote video monitor.





Table 5.0 - 1  Demonstration Scenarios�
�
#�
SCENARIO�
DESCRIPTION�
�
1�
Setup�
Power up, enter identification data, display proper screen on Commander’s Tactical Display (CTD).�
�
2�
Map Display�
Display current position on header, display self icon on map.�
�
3�
Transmit Position Report�
Enter setup parameters, transmit reports based on elapsed time and distance traveled.�
�
4�
Receive Position Report�
Initial friendly position, updated friendly position�
�
5�
Receive Enemy Overlay�
Receive enemy overlay, auto-forward enemy overlay, read text placeholder for enemy overlay, display enemy overlay.�
�
6�
Receive Position Report on the Move�
Traverse diamond course, display self and Wingman-1 icons.�
�
7�
Receive and Forward Operations Order (OPORD)�
Make OPORD available to the operator within 30 seconds of transmission, display and scroll through OPORD, forward OPORD.�
�



The demonstration of initial capabilities executed in San Jose generated results comparable to the POP3 exercise.  The data collected in the SE was the same data collected in the LE.  Because it is relatively less expensive to run an exercise in the SE, the demonstration was executed several times in order to assure that the data collected was accurate.  Had the demonstration taken place prior to the POP3 exercise, a software error could have been detected and corrected in time to run the POP3 exercise in the LE.  The demonstration scenarios were digitally video taped and time stamped. These clips were digitally archived, allowing the soldier’s actions to be viewed post-exercise alongside the clip of the CTD.  This tool proved useful in the briefings following the demonstration and could potentially be useful in post-test data analysis.  The demonstration architecture, the baseline infrastructure for the SEOT program, provided accurate and dependable data that could be logged and replayed for post-exercise review.


Program Legacy


Over the past several years, the SE and its supporting infrastructure has matured significantly. This process has led to the evolution of a tested, reusable infrastructure with significant capabilities for replicating portions of the battlefield.  Using elements from the PM DIS Synthetic Theater of War Architecture (STOW-A), A2ATD, Focused Dispatch, and EXFOR,  this infrastructure represents an investment  that would permit the side-by-side SEOT to be conducted in an affordable and timely manner.  New systems being developed by the Army will make increasing use of digital command and control systems.  These systems are designed to aid the system crews in maintaining situational awareness under increasingly complex conditions while maintaining active, digital C3I links at multiple echelon levels.  The testing of these new systems under stressful conditions to evaluate their performance concurrently becomes more difficult and expensive in the live environment.





Because of the methodology used by the prime contractor (UDLP) and the efforts at developing a modular simulator which (1) is capable of utilizing actual Bradley hardware components and software and (2) is designed to work on the Distributed Interactive Simulation (DIS) networks utilized by the SE infrastructure, the Bradley program represents an ideal system with which to test the capabilities of the emerging SE.  The scarcity of testing budget will limit the number of vehicles and tests that can be used to support operational testing. The combination of increased testing demands and decreasing testing funds has made it imperative for OPTEC to identify new methodologies for text execution.  They have recognized the SE, as represented by STRICOM’s infrastructure, as being one possible solution.
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