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ABSTRACT

The Redstone Technical Test Center (RTTC) has the requirement to project dynamic, infrared  (IR) imagery to sensors under test.  This imagery must be of sufficient quality and resolution so that, sensors under test will perceive and respond just as they do to real-world scenes.  In order to achieve this fidelity from a pixelized infrared resistor emitter array, non-uniformity correction (NUC) is necessary.  An important step in performing NUC is to calibrate the IR projection system so as to be capable of projecting a radiometric uniform IR image.  The quality of the projected image is significantly enhanced by proper application of this calibration.  To properly implement non-uniformity correction, it is necessary to accurately measure the radiometric emission of each element, or display pixel (emitter pixel), in the emitter array. This paper presents mathematical models and image-processing techniques required to successfully calibrate a non-uniform emitter projection system to absolute temperature. RTTC has developed a high-speed, reliable, and flexible means of digitally processing IR images captured from an emitter array.  This method of evaluating IR imagery is also useful in performing sensor and overall projection system characterization.  The purpose of this paper is to present the methods for correcting the absolute temperature non-uniformity of an IR resistor array.
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1.  INTRODUCTION & BACKGROUND

This paper will provide a summary of the RTTC NUC subsystem that has been integrated with the Dynamic Infrared Scene Projector (DIRSP) Engineering Grade Array (DEGA) and the Flight Table Mountable Infrared Scene Projector (FIRSP).  The purpose of this document is to give an overall description of the processes involved in NUC.  

The Redstone Technical Test Center (RTTC) has the requirement to project dynamic, infrared  (IR) imagery to sensors under test.  This imagery must be of sufficient quality and resolution so that, sensors under test will perceive and respond just as they do to real-world scenes.  To achieve this fidelity from a pixelized infrared resistor emitter array, non-uniformity correction (NUC) is necessary.  An important step in performing NUC is to calibrate the IR projection system so as to be capable of projecting a radiometric uniform IR image. 

Each emitter element (resistor) in an array will have a slightly different input/output response relationship due to the inherent variability of the micro-fabrication processes.  In an attempt to project a uniform output, these element-to-element differences are manifested as “fixed-pattern” noise (i.e., non-uniformity).  Non-uniformity is objectionable for valid sensor performance evaluation tasks.  To realistically represent real-world IR imagery, this non-uniformity must be corrected prior to real-time scene projection.  As a “flow down” requirement, the NUC subsystem will perform the following: 

1) Collect input/output array characterization data1,

2) Reduce data and characterize the IR array for calibration of each emitter pixel,

3) Calculate NUC coefficients for Real-time Non-Uniformity Correction (RNUC) [Hardware/Software],
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Implement the thermal calibration for non-uniformity correction of each emitter pixel,   

5) Spatial registration of the IR array with the NUC Sensor,

6) Measure residual NUC with image comparison techniques.
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The quality of the projected image is significantly enhanced by proper application of this procedure.  To properly implement NUC, it is necessary to accurately measure the radiometric emission of each element, or display pixel (emitter pixel), in the emitter array.  RTTC has developed a fully automated, high-speed, reliable, and flexible means of digitally processing IR images captured from an IR array.  This method of evaluating IR imagery is also useful in performing sensor and overall projection system characterization.  

The “sparse emitter pixel” approach uses measured sparse emitter pixel sets to render independent emitter pixel response curves.  The NUC sensor images a sparse array of emitter pixels that are driven to a pre-defined set of input values, while the sparse emitter pixels’ neighbors are driven to zero input values.  An example sparse emitter pixel image is shown in Figure 1.  The sparse emitter pixel spacing is determined before data collection to ensure that there is insignificant optical overlap between the exercised emitter pixels.  The required number of images to collect with the sparse emitter pixel approach is determined by three factors:  1) emitter pixel spacing, 2) the number of input values to measure, 3) the number of frames to average for noise reduction, and 4) the number of times the NUC sensor must be repositioned (if applicable) to accommodate the entire projected field of view. 

The sparse emitter pixel data processing and reduction algorithms for NUC calibration have passed the development phase; however, improvements are constantly being made to the design.  These algorithms are currently calculated by utilizing High Performance Computer (HPC) resources and multi-threading across a parallel platform.  The input into this subsystem is sparse pixel imagery collected from the IR array by a NUC sensor at different intensity levels (illustrated in Figure 1).  The output of the process are logarithmic characterization coefficients that are used to build the VME hardware LUT by linear interpolation.  Characterization of the sparse dixel imagery involves three main processes: 1) pixel mapping, 2) digital filtering, and 3) logarithmic regression.  The first process spatially maps individual pixel locations. The first step in the reduction/characterization is to spatially map the location of each emitter pixel, and find the emitter pixel centroid. This process proved to be the most difficult to implement and requires the most processing time.  Problems encountered with this process are inherited from the distortion of the sparse imagery, dead resistor pixels, and entire dead resistor pixel rows and columns.  This process involves a series of custom image processing routines that find the centroid of each pixel and creates a distortion map.   The second process is to measure the total radiometric energy or power emitted from each pixel by using the energy spectrum calculated by Fourier (FFT) analysis. The magnitude of the FFT of the emitter pixel is processed through a digital Gaussian low-pass filter.  The output of the filter is then multiplied by a normalizing coefficient for energy estimation. The remaining frequency information is then integrated and the total energy is calculated.  The third process takes the calculated energy from the FFT analysis and performs a logarithmic regression on the data to calculate the IR array characteristic coefficients.   These coefficients define the characteristic curve of each pixel and has the form y = ec0 + c1x + c2x^2.  Using this equation, the desired output (y) can be calculated from the input (x).  The coefficients are then used to build the hardware LUT that requires the calculation of multiple points using the characteristic equation and linearly interpolating between them. The approximate processing time required for the process is scalable from one processor (process time = 22 hours), up to all available RTTC HPC resources (process time approximately 40 minutes).  These times are objective and indicative of array sizes of 512x512 or 572x644. The NUC process can be scaled to work with multiple array sizes and the process times will increase or decrease.  It is desirable to process the data as fast as possible in order to run many iterations of the process with different filter characteristics and compare the different coefficient outputs for verification of the algorithms.  This paper gives a description of an IR array system and presents mathematical models and image-processing techniques required to successfully calibrate a projection system with non-uniform emitter responses to absolute temperature for static constant intensity images.

2.  EMITTER PIXEL CHARACTERIZATION PROCESS

Custom sparse emitter pixel image processing and characterization algorithms for NUC have already passed the development phase and a collaboration of these methods will be used in proposed future development efforts (Section 4).  The input is sparse pixel imagery collected from the IR array by a NUC sensor1 at different intensity levels.  The output is the composite emitter pixel imagery corresponding to 65 voltage levels ranging from the minimum and maximum commanded drive voltages (illustrated in Figure 1.1).

[image: image4.wmf]All Resistors Before and After NUC w/ Histograms

for 2.67V DEGA Drive Voltage

Before NUC

After NUC

[image: image5.wmf]All Resistors Before and After NUC w/ Histograms

for 2.35V DEGA Drive Voltage

Before NUC

After NUC

The characterization process (parent process) of the sparse emitter pixel imagery involves two main child processes.  The first child process is to map individual emitter pixel locations, the second process is to measure the total energy emitted from each emitter pixel and build composite images (IR array NUC characteristic images). The characterization parent process is processor intensive because of the nested loops and required multiple threading of the software to meet adequate time requirements. By utilizing DoD HPC resources, a reliable, high-speed characterization process is implemented.  Utilization of these resources allows multi-threading of the software to take advantage of multiple processors.  This improves processing time from 22 hours to 40 minutes. The following sub-sections will dissect and describe the design and implementation of this process.  Once the data reduction process is complete, the generated composite images are used to build Real-time NUC (RNUC) tables.  

2.1. Emitter Pixel Mapping

Spatial mapping the centroid location of each emitter pixel proved to be the most difficult to implement and requires the most processing time.  Problems are inherited from the distortion of the sparse emitter pixel imagery, dead pixels, and entire dead emitter pixel rows and columns.  A slight clockwise rotation of the image due to misalignment of the NUC sensor with the IR array was also encountered.  The two key algorithms implemented in this child process to handle this task were a scanning method coupled with a distortion map was used in finding emitter pixel locations.  The scanner function is the primary subroutine used to find the emitter pixels.  A distortion map was used in conjunction with the scanner if dead emitter pixels were detected to find the centroid of the dead emitter pixel.    
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The scanner algorithm works by scanning the image down each column in an inverse raster format.  The size of the scanner is 1x20 (NUC sensor pixels).  The scanner function sums the energy in each row, and builds a composite energy signal of an entire column that it scans.  Once this composite signal is determined, a spatial index of the signal peaks is returned and used to build two matrices with the row and column centroid locations.  An example of a composite energy signal is shown in Figure 4.1.  The scanner function also detects dead emitter pixels using statistical information of the signal and returns a flag indicating the number of dead emitter pixels that were detected. The detection of dead pixels is important because the data has to be interlaced into a composite image after processing.  If dead pixels are detected, the distortion grid map is used to aid the scanner process in finding the corresponding centroid.  

Before the main parent process loop begins, the distortion map is calculated and then broadcast over a shared memory partition to be used by each of the other threaded parent processes. An accurate approach to calculating a distortion map of the sparse imagery used a sparse image at maximum intensity with every 20th row and column intensified from the center of the IR array (see Figure 1.1).  The distortion grid was calculated by using the scanner algorithm to scan down each column of this image.  The spatial locations of the maximum energy were then stored in a distortion map matrix.  Figure 2.2 illustrates the distortion map overlaid on the NUC sensor image background.  If the scanner routine discovered a dead pixel, or could not detect an emitter pixel due to low performance, it returned the estimated row location based on the center column pixel locations where the distortion was negligible. The pixel location was estimated by taking the average locations of the known pixels in reference to the distortion grid.   A routine was then called that utilizes the grid map to estimate the centroid location. The following is an example of this process, refer to Figure 2.3 for illustration and a description of the terms.  The routine accepts the estimated row location and the position of the column of interest input from the scanner.   The nearest column to the column of interest is then extracted from the distortion grid matrix.   The spatial distance (NUC sensor pixels) to the column of interest, and the slopes of the grid lines from the center row to the column of interest, are used to calculate the corresponding distance of the desired pixel location to the top and bottom pixels on the column of interest.  This is accomplished by interpolating inside the known grid locations.  The centroid template is then modified with the distortion map estimate of the dead pixel location.  When the process is completed, the centroid of each pixel is known with respect to the NUC sensor.  This process works well in estimating the centroid locations of entire dead rows or columns as well.       

2.2. Energy Measurement Algorithms


|F((,()|
+Frequency ((,()

Pixel Energy
Variable
10,14

Banding
Fixed 
8,8

HF Noise
Variable
Variable

Background Fluctuations
Variable (1 degree fluctuation about the mean).
N/A



Narcissus Edges
Fixed 
100,3

Table 2.2: Anomaly Frequencies

The second, and most critical, step in the reduction/characterization process was to accurately estimate the emitter pixel energy from the sparse emitter array imagery.  Sensor/IR array effects (horizontal banding/CosineN(), optical effects (blurring), HF noise, and laboratory environment fluctuations that affected the desired data.  These anomalies will be classified as background effects.  The original intent was to capture a background image with each sparse emitter pixel image and subtract this background to obtain the desired data.  Due to the dynamics of the surrounding environment and the sensitivity of the NUC sensor to these changes, the undesired data would appear in the interlaced image (polarity reversed).        

1) Horizontal Banding: The Agema 1000LR FLIR sensor detector scheme consists of five Signal Processing In The Element (SPRITE) elements positioned such that during each scan pass, five lines of the image are scanned.  Each sample of the detector output consists of five pixels from five different lines that scan in a forward and interlace scan direction. The samples are spaced on every other line, and each successive scan is shifted down five lines. The horizontal banding appeared to be the result of the detector sensing variations in the Agema. Although the variations that were observed were within the MRT specifications of the Agema sensor, this effect was intensified because of the integration method that was used to measure emitter pixel energy.   

2) CosineN( Effect: The CosineN( effect is a geometrical phenomenon that increases the intensity off of the center of the sensor FOV. This effect is caused by the temperature fluctuations across the array heat sink and was rotationally symmetrical across the sensor FOV.  The temperature difference from the center of the FOV to the edges was around 4( Celsius. This effect is dependent on drive voltage as it increased for higher intensities and decreased for lower intensities.

3) Optical Blurring: The blurring that was observed in the sparse emitter pixel images was also geometrically dependent and vertically symmetrical from the center of the FOV to the edges.  The emitter pixel energy was focused at the center of the FOV and blurred as the edges were approached.  Further explanation of this effect on the calculation of emitter pixel energy will be addressed later.

4) Laboratory Environmental Fluctuations: Another anomaly that was present during the data capture was the fluctuation of the background temperature between captured frames.  The cause of this problem can not be absolutely determined. Initial indications are that laboratory environmental fluctuations are being projected onto the surface of the optics.  Future efforts will require the entire array system to have a more stable environmental control.    
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5) HF Noise: Averaging during data acquisition eliminated of most of the high frequency noise.  The residual noise was characterized as White noise with Gaussian characteristics.  Filtering the noise would have been a trivial task; however, the banding effects were just above the noise threshold.  If a simple averaging technique was used, the banding was not filtered at all frequencies.  The techniques used to address this problem were addressed in the filter design.

Before an accurate measure of an IR array temporal characterization curves could be made, the background effects that were mentioned above were reckoned with.  Filters were designed to characterize the erroneous data as well as the emitter pixel energy. This information was then used to separate the background effects from the desired information analogous to each sparse array.  This process insured that temperature fluctuations in the laboratory and other anomalies in the data would not induce additive noise to the measurements from image to image.  After the sparse images were filtered and these background effects were eliminated, the thermal energy from each emitter pixel was determined by integrating the energy within the integration box determined by the emitter pixel detection algorithms.  This information was then interlaced into 65 images representing each of the individual input intensities of the emitter pixels. To obtain good estimates of the emitted energy, the NUC sensor should have sufficient over-sampling of the array. A one-to-one sampling technique is not sufficient to obtain the measurements.
Filter Design and Implementation

An image decomposition or windowing approach was used to filter the low frequency effects such as the banding and cosine effects.  Image decomposition divides an image into multiple blocks (windows).  Each window is analyzed as its own entity separated from the rest of the image.  To incorporate all of the energy due to the blur from an individual emitter, the typical window size is (14x13) NUC sensor pixels (Figure 2.4). A low pass 3-dimensional Gaussian filter approach was taken to filter remaining high frequency related effects.  Table 2.1 gives the results of the corresponding frequencies determined by an FFT performed on a sparse emitter pixel image.
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Once the centroids of the pixels are determined from the methods described above in Section 2.1, a window is placed around the region of the corresponding centroid. Figure 2.4 illustrates a typical emitter pixel region.  An FFT is then performed on the window prior to being multiplied by the Gaussian filter.  The shape of the filter (Beta) was optimized to the emitter pixels at the edge of the array where the maximum blurring occurred.  Figure 2.5(a) illustrates a typical filter shape with ( == 1.25.   Visual inspection of these emitter pixels indicated that the desired information was contained in the spatial frequencies less than F (4,3).  Therefore, the cut-off frequency of the filter was designed to adapt to the criteria.   Variations of ( contribute to the pass-band and stop-band characteristics of the filter.   Beta identifies the monotonic roll off characteristics of the filter.  As Beta increases, the roll-off frequencies decrease.  The regions defined in Figure 2.5(a) and (b) show the critical regions and zone of acceptance.  The zone of acceptance is the area under the distribution where the data will be used.  The critical region is the remaining percentage of the signal that is thrown out or set to zero.   As the filter design is basically trial and error, multiple runs are required to create multiple characteristic images that vary ( from 0.0 to 4.0 in 0.01 increments.  The resulting data will aid in determining the optimum solution. 

After the window (14x13) of emitter row (i) and column (j) was determined, the windowed region was then padded with zeros to an area of 64x64 and an FFT was performed on the region given by, Ii,j(v;[(,(]). Subsequently, the product was taken of the resulting frequency representation of the window and the filter. The total energy as a function of commanded intensity and ( is calculated from the filtered image by:

[image: image9.wmf]2

2

1

0

)

(

u

c

u

c

c

e

u

E

+

+

=


An example of the resulting characteristic curves input voltage (v) versus integrated energy (Ei,j(v,1.25)) is illustrated in Figure 2.6(a).  The scale factors K and U (() are used to eliminate the bias contained in the spectral estimate resulting from the convolution of the true FFT spectrum with the Gaussian filter.  K is simply the product of the horizontal and vertical dimensions of the FFT image (64*64).  The scale factor U (() is the sum of the squares of the magnitude of the filter.  This scale factor is a function of the filter sigma and is given by:
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For example, if the filter H ((;[(,(]) was rectangular instead of Gaussian, U would equal 1.0.  Otherwise, the scale factor U (() will take on a value, 0 < U (() < 1. The value of U (() will increase or decrease as the Gaussian variable Beta increases or decreases, respectively. This filtering method has proven to be an efficient and acceptable way to estimate emitter response.  To illustrate the filtering effects on the raw data, refer to Figure 2.6(b).  The smooth curve is a typical characteristic response curve that was derived from the process.  The opposing curve is the energy estimate from an FFT of the same emitter pixel without the filter applied.  It is obvious here that the filter had a smoothing effect on the data. 
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Another issue of concern was how to characterize the emitters that were imbedded along the edge of the array.  This is particularly important to the DIRSP effort due to the optical combination of three similar arrays 1.  After the arrays are combined, the edges will be in the center of the FOV. The energy contribution from the array edge material is not desired in the estimation of the emitter response.  Taking the pixel of interest and processing it through the same filtering operation as the other emitter pixels minimized the contribution.  The exception to this was that the energy contribution from the edge had to be accounted for and removed from the estimation.  Figure 2.7 illustrates the first and the windows of interest.  To remove the energy contribution from the edge, the dashed window area was also process through the filter process and subtracted from the result of the solid window area of interest.  

Once all of the characterization curves are derived, there are 65 interlaced 544x672 composite images that contain the integrated imagery of the emitter pixels (Figure 4.1).  These images are used as input into the NUC LUT Build process.  These images contain all of the characteristic curves of the data.          

3. NUC PROCESS
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The final step in the NUC process is to calculate correction coefficients that apply a gain and offset to the commanded voltage.  There are multiple ways to approach this, however, due to the requirement to develop real-time software based non-uniformity correction, a fast and reliable solution is required.  A previous method implemented on the FIRSP would calculate gain and offsets for each pixel based on a linear interpolation between each point of the sparse pixel characteristic curve.  These values are then loaded into real-time NUC hardware.  This method produced significant correction results in the LWIR.  Initial investigation into the feasibility of software implementation of the look-up-table (LUT) method would require constant memory access inducing latency which would make the desired frame rates for the DEGA and DIRSP unattainable. The preferred approach would be to implement gain and offset coefficients in such a manor that they could reside on local processor cache memory that would produce the fastest access.  Or better yet, eliminate the need for a LUT altogether.  In addition to previous LUT methods, RTTC has also developed a single point correction procedure that can either be used to implement 16 or 32 point hardware look-up tables or modified to run in a multi-threaded fashion for real-time software NUC.   The advantage of this method over previous methods is that it requires less memory and run-time calculations compared to previous methods.  The disadvantage, given the current implementation, is that there is a fidelity trade off from the residual non-uniformity (discussed further in Section 4).  Future efforts will incorporate other methods to increase fidelity.

The single-point NUC process uses a single characteristic curve measured from an illuminated area of the IR array coupled with the sparse array characteristic curves to calculate gain and offset coefficients.  The following is a step summary of the single-point NUC process and how the gain and offset coefficients are calculated.  

1) Obtain a characteristic curve of the IR array by illuminating an area of the IR array at different voltage intensities and measure the energy in terms of NUC sensor counts.  

2) Calibrate the NUC sensor to a blackbody source to convert the counts to absolute temperature or radiance.

3) Convert the counts to an integrated counts [((u)] unit to obtain a curve in terms of voltage versus integrated counts. Integrated counts can be a function of temperature, radiance, etc.

4) Create an array of gain coefficients  (K) based on an array of ratios for each pixel based on the characteristic curve.

5) [image: image13.emf]Calculate the offset coefficients (() by using the characteristic curve from step 3.
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The characteristic curve of the IR array was measured by illuminating a 250x250 area in the center of the array from minimum to maximum voltage levels.  The overall characteristic curve of the IR array based on an average count was plotted versus voltage (Figure 3.1(a)).    The NUC sensor was calibrated to a differential blackbody source to obtain temperature versus NUC sensor counts. This curve was then used to scale the NUC sensor counts to temperature for temperature versus IR array input voltage (Figure 3.1(b)).  After the calibration curves were derived, a third curve was needed to relate integrated NUC sensor counts to temperature. Integrated energy was calculated by filling the 64x64 windowed area (Section 2.1.1.2) with the average counts in Figure 3.1(a) from each corresponding voltage level, i.e., the integrated energy was the product of the window area and the NUC sensor counts.  This is a first order estimate to relate sparse energy measurements to illuminated area.  Figure 3.1(c) illustrates the IR array characteristic curve for input voltage versus integrated counts.  Each point on this curve is a normalized representation (in integrated count units) of how the overall array performs given an input voltage. This curve was then fit using a pseudo inverse in the form:        
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Where integrated counts [E (u)] is a function of u (Radiance, Temperature, etc.).  A curve was also fit for voltage as a function of E (u).  This curve was then used to bias each of the emitter pixel characteristic curves.  Figure 3.1(d) illustrates a sample of emitter pixel curves from Figure 2.6(a) with the bias added.  The array of gain coefficients [K (row, col)] was then calculated from the biased curves. K is simply an array of ratios of the biased sparse pixel characteristic curves proportional to the IR array characteristic curve. All of these steps were done a priori to simulation time.  The last step in the process is to calculate the offset (() which can be done either at simulation run-time, or offline, to perform NUC on playback images.

Figure 3.2 illustrates the entire run-time NUC process.  The input image is grabbed from the frame-buffer of the scene generator and written into a shared memory structure. The image can be input in Temperature (T) [degrees Celsius or Kelvin], Radiance (L), Integrated NUC sensor counts, or 16-bit IR array voltage representation.  The user simply chooses the units before run-time.  For illustration purposes, the input units will be Temperature (T).  At run-time, multiple instances of the NUC process are spawned and poll a single location in the shared memory partition for an image ready flag.  After the image is written into memory, the flag is set and the threaded processes perform NUC on the corresponding section of the image.   Using the pseudo inverse fit, each emitter pixel is input and an integrated count as a function of temperature is returned.  The offset coefficient [((i,j)] is then calculated as a function of Integrated Counts and the corresponding gain coefficient K(i,j), where i and j represent row and column, respectively. The final step is to convert the offset coefficient to a 16-bit voltage [Vo (i,j)], (again using the pseudo inverse fit) that is written to another memory partition and read by the scene generator to be sent out the digital video port. The entire process is not yet fully integrated into a scene generator for real-time NUC.  Investigations into the algorithms show that the desired frame rates can be met for the DEGA and DIRSP arrays.

4. MEASURED NUC CHARACTERISTICS

For the purpose of simplification in this paper, all tables, figures, and data were derived from the Dynamic Infrared Scene Projector (DIRSP) Engineering Grade Array (DEGA), and is indicative of the characteristics of other micro-resistor array studied at the RTTC laboratories. 
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There were two methods implemented to characterize the uniformity of an IR array.  The first method was to drive the array from minimum to maximum intensity levels and measure the percentage of the non-uniformity of the areas of interest in the resulting imagery.  This method requires an IR imager to capture the resulting image.  Due to optical diffraction and aberrations this process will tend to blur resistor to resistor non-uniformities; resulting in an under-estimation of the actual array non-uniformity.  Results obtained using this method are provided in a companion paper 2.  The second, and most desired method to quantify actual resistor to resistor non-uniformity, was to measure the non-uniformity of the composite image (an image reconstructed from a sparse data set) both before and after implementing NUC.  Example before and after NUC composite images for DEGA drive voltages 3.14V and 2.35V are provided in Figures 4.1.  Also included in these figures are the composite image histograms, which were truncated for display purposes due to the dead resistors (the vertical line at the left edge of the histograms).  The before NUC histograms are primarily Gaussian in shape.  The goal of any NUC process is to squeeze this distribution into a single value (excluding dead resistors).  Although the histograms have been reduced in width, ideal results were not obtained; implying a need for further refinement in the NUC process described in the preceding section.

Composite image size Areas Of Interest (AOI) representing 4, 6, 8, 10, 15, 20, 30, 40, 50, 60, 70, 80, 95, and 100% percent of the DEGA were identified.  These AOI (excluding the 100% area) were moved randomly 200 times over the composite images and their respective AOI standard deviation and AOI mean were calculated.  For each random AOI location and for each of the predefined AOI, the non-uniformity was calculated by dividing the mean of the AOI into the standard deviation of the AOI and converting the resultant to percent (i.e., NU(a,b%,i) = 100*std(a,b%,i)/mean(a,b%,i); where a = {NUC_DEGA@3.14V, UNNUC_DEGA@3.14V, NUC_DEGA@2.35V, UNNUC_DEGA@2.35V}, b = {4, 6, 8, ..., 80, 95}, and i = {1, 2,  ..., 199, 200}) In addition, calculations were also made ignoring the identified dead resistors (as they tend to skew the data).  The mean and standard deviation of the calculated non-uniformity of each of the 200 trials Vs. percent size of the AOI is illustrated in Figures 4.2 and 4.3 for DEGA drive voltages 3.14 and 2.35 respectively. The wide error bars represent +/- 1 standard deviation of the 200 measurements of non-uniformity for the given size AOI. Also included on the plots are the narrow error bars representing the standard error (i.e., std/sqrt(200)), indicating the likelihood of obtaining the same results if one were to run an additional 200 random AOI measurements on the same composite image.  For all cases the standard errors of the 200 sample measurement sets were extremely small.   The percent non-uniformity tends to increase near the 100% included AOI due primarily to edge artifacts in the NUC process (see Figure 4.1).  It is interesting to note that the curves are relatively flat, indicating that the non-uniformity is not sensitive to the percent area of the array included in the calculation.  Using the NUC process described in the preceding section, the non-uniformity including dead resistors was reduced from approximately 22.5% to 19% (a relative improvement of 15.5%) for a DEGA drive voltage of 3.14V and from 24% to 17% (a relative improvement of 29%) for a DEGA drive voltage of 2.35V.   In addition when dead resistors were ignored the non-uniformity was reduced from approximately 20% to 16% (a relative improvement of 19.2%) for a DEGA drive voltage of 3.14V and from 22% to 12.5% (a relative improvement of 43%) for a DEGA drive voltage of 2.35V. 
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The NUC measurement is subjective to the units used in the calculation.  The measurements above were done using integrated emitter energy.  Table 4.1 list the standard deviation of the composite image from the calculations performed on the composite imagery excluding dead pixels for the same drive voltages used above.  The standard deviation in integrated counts is converted to counts and subsequently to temperature.  
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4. FUTURE WORK

Immediate future NUC efforts will be divided into two major phases.  Phase 1 will be to finish implementing the single-point NUC in collaboration with the scene generator to correct imagery in real-time as an alternative to hardware look-up tables. Additional algorithms will also be investigated to increase fidelity.  Phase 2 will be to implement a process to NUC the array based on the contribution of the neighboring emitters.  This process will collaborate with both the scene generator and the methods described in this paper.  This method will use a contribution kernel based on the point-spread function (PSF) of the emitter pixels that will be convoluted with the input image to generate multiple coefficients that will be solved simultaneously to produce the correct output.  This method will be processor intensive, however, initial investigation into the feasibility of the design shows that it can be done with current RTTC/DoD assets.  

5. ACKNOWLEDGEMENTS

The U.S. Army Redstone Technical Test Center supported this work.  The authors also wish to thank Dr. Carl Halford, Tony Wingenter, and Warren Pickard for their input and support.

6. REFERENCES

1. Manzardo, M.A., Zabel, K.W., Graves III, H.C.,  Tucker, B.E., Burroughs, E.E., and Lesueur, K.G., “Design and         Development of a Flexible COTS-based Non-uniformity Data Collection Interface System,” Proc. SPIE, Vol. 3368, April 1998.

2. Manzardo, M.A., Burroughs, E.E., Kelly, T., “Characterization of the Dynamic Infrared Scene Projector (DIRSP) Engineering Grade Array (DEGA),” Proc. SPIE, Vol. 3697, April 1999.

3. Manzardo, M.A., Joyner, T., Thiem, K., “Infrared Scene Projector System Design Description for Installed Infrared Sensor Testing in an Anechoic Chamber Environment,” Proc. SPIE, Vol 3697, April 1999.

Figure 2.4: Typical integration region “window”
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Figure 4.2: Non-Uniformity for 3.14V DEGA Drive Voltage
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Figure 4.1: Composite Images at (a) 3.14V and (b) 2.35V (before and after implementing NUC)
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Figure 4.3: Non-Uniformity for 2.35V DEGA Drive Voltage











Figure 2.1: NUC Process





Figure � SEQ Figure \* ARABIC �1�.1:  Sparse Array (DEGA)








Figure 2.7: IR array edge
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Figure 3.1: IR array calibration curves





Table 4.1: Standard Temperature Deviation (Excluding Dead Resistors)
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Figure 3.2: Multi-threaded NUC process
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Figure 2.2:  Distortion Grid
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